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ANNUAL REPORT OF THE MANAGING DIRECTOR

The year 1969 can probably best be characterized as one of unprecedented growth and development for our Society.
To be sure, the growth has not come primarily in total number of members—our roster continues to register justunder
the 1,000 mark. Rather, the expansion has been qualitative, in the range of Society activities, and in the greater involve-
ment of an increasing number of members. The creation of the office of '""Managing Director" during this year was
essentially dictated by the growing need for more continuous coordination of Society affairs than was feasible under the
officer structure as it had historically evolved.

In the brief space available in this YEARBOOK, it is possible only to provide an overview of Society progress
during 1969 and to give some indication of our plans for 1970 and beyond. The following would probably meet general
agreement as highlighting the major developments during the past year:

What appears to be a rapid expansion of the Society's publication list is underway. First and foremost is
the institution of an annual volume of Proceedings of our A.A.A.S.-related meetings, the first of which—"Man in
Systems," comprising the symposia of our 1968 meetings in Dallas-has been edited by our Past President Milton
Rubin, and should be off press soon. It is contemplated that publication of A.A.A.S. symposia proceedings will be
an annual event hereafter. Second, the Proceedings of Jere Clark's Second Annual National Conference on General
Systems Education (November, 1968) was published and distributed as a bonus to members this summer. Third,
Lawrence Schkade has become Editor of our Quarterly Bulletin, projected as an expanded publication to replace
the periodical '""Items," which had been issued as a newsletter by the Secretary-Treasurer's office for many years.
And finally, conversations have been occurring during the past several months which make it appear likely that the
Society will undertake the publication of a journal in the not too distant future. These seem an impressive series
of events to have occurred during one year.

A fourth '"standing committee" of the Society was formed this past summer, under the aegis of Professor
Alan Sheldon (psychiatry) of the Harvard Medical School. This group sees its work as dealing with problems of
human health in all of its manifestations, and will therefore tend to interface with all the other committees.

By the time this writing appears in print the Managing Director will have spent several weeks abroad ex-
ploring with groups of members the impetus for and the feasibility of a "European Division" of the Society. This
will have been the first effort to structure the international dimensions of the Society. If fruitful, others will
doubtless be attempted. Thus the Society's world-wide visibility and influence should expand rapidly during the
coming years.

In the light of the foregoing, the prospect for at least occasional International Meetings held abroad is a very
real one. Our meetings agenda is likely also to be expanded in the near future by the institution of a series of
conferences with other like-minded organizations held in an agreeable location in the United States during the late
spring or early summer. Discussions with representatives from the Institute of General Semantics have occurred
during the past several months, and by the time this Report appears we shall likely have announced plans for such
a joint meeting next spring. '

Finally, these and other activities of the Society have made it clear that the Governors needed to provide
machinery for the generation of realistic policies to guide the evolution of the Society during this period of rapid
development. Therefore, an Ad Hoc Committee on Long Range Development has been established whose primary
purposes are to provide a plan for orderly Society growth, with attention at least to the following major areas of
policy concern: (1) publications; (2) research; (3) member services; (4) meetings and conferences; (5) organiza-
tion structure and management processes; and (6) financial support. The work of this group will continue through
1970 with the expectation that a report will be available in time for discussion at our A.A.A.S.-related meeting in
Chicago in December of 1970,

A word about finances. Almost all of the Society's work continues to be done by members on a voluntary basis,
with support largely being extracted from the institutions with which each is associated. Despite the fact of the enormous
expansion of activities and the growing membership services, the Board of Directors has decided to keep membership
dues at $10.00 for 1970. Since most professional organizations with which I am affiliated have now reached a dues
level of half again as much and more—often with fewer tangible benefits than we provide—this seems an extraordinary
bargain at today's prices. While the Society's resources remain at a modest level, a reasonable balance has been
maintained so far between income and outgo, despite increased costs of publication, and increased expenses of operation
resulting from expanded member services and developmental activities.

In conclusion, the reader will perhaps have noticed how often in this Report I have had to employ the future tense,
or express points tentatively. As the Society embarks on what appears a period of very rapid evolution, the broadly
increased membership involvement in Society affairs makes it difficult to report on events for a calendar year when the
manuscript must be prepared in August for December publication. Since the Society is now developing other more ap-
propriate vehicles for providing an annual overview of developments—e.g.,the Quarterly Bulletin—it has been decided
that this Report will no longer be published in our YEARBOOK. Hereafter, the Director's annual reports will be pro-
vided members in a form which permits preparation at a date closer to the end of the calendar year, or shortly after
the first of each year. As we move into the 1970's, it seems an appropriate time to make a change which accords
with the spirit of the new era of development into which the Society has catapulted, and which characterizes our times.

Richard F. Ericson
‘Managing Director
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PREFACE

With this issue, General Systems reaches a new stage of maturation. Feed-
back is now taking place after thirteen years of assembling bits and pieces. New
books directly in the field have appeared, and it is possible to present initial eval-
uations.

One of the principal differences between general systems thinking and that
appearing in other metascientific enterprises is that the others (e.g., history,
philosophy, methods) are subject to the rolling thunder of vigorous criticism, while
General Systems merely piled up in a sequence of annual accretions. Criticism
will enable authors to shape their arguments more to a general systems discourse;
they are less likely to be looking over their shoulders to see how the specialists
are reacting. As a result we expect that a mainstream of formulations will begin
to emerge, and almost immediately thereafter several tributaries will cut a visible
channel. Forward motion in theorizing should be one of the significant outcomes.

The recent books on general systems and its major themes are progressing
up the alphabet with time, from Ashby to the B's—Beer, von Bertalanffy, Buckley,
Berrien. Mesarovic provides an anomaly, and the forthcoming collection by Gray,
Duhl, and Rizzo recommended for psychiatrists will firmly shatter the regularities.
The field is wide open, particularly for organization theorists, psychologists, and
philosophers, and later for educators, designers, and social entrepreneurs. Most
of the reviews published in this volume have appeared in other periodicals. This
is important because it feeds back to the members the image presented to the
respective disciplines. It is interesting to note that all of the reviews the editors
have read ranged from being mildly positive, with mystification being expressed
regarding certain viewpoints, to being emphatically favorable. At no point does
there seem to be an expression of outrage or a condemnation for methodological
error.

Most of the content of the present Yearbook represents a response to the
thinking and expression in the field over the previous one to three years. The
republished material has been drawn from obscure sources alone, not the impres-
sive contributions to major journals that are readily accessible in university librar-
ies. The original articles were sometimes directed to other journals but were
deflected to General Systems-as a more suitable outlet, Yet each year there is
also a skeletal plan that accounts for the presence of a portion of the material.
For example, some years ago strong efforts were made to overcome cultural bar-
riers,and internationalize the concepts of General Systems, and these led to a series
of translations from the Slavic languages and German. This year an attempt was
made to get more material on synthesis and design as opposed to analysis or
methodology.

Advanced students in the professional schools find the ideas in General Sys-
tems particularly rewarding. Any professional who is asked to create a new or-
ganization, or design a new environment, that provides a service better than it is
now done recognizes that his agenda must be expanded, yet the new items must
remain relevant. He expects to be systematic in any case, so the general systems
approach appears to be fundamental.

What was uncovered in the process of search is a minor revolution in sys-
tems design for human uses that seems to be ready to break out into the open.
Several papers were found that could not be published in this issue, either because
a publication with prior rights was delayed, or because insufficient context was
provided in the presently available drafts. A few teasing harbingers are incor-
porated in this issue. Perhaps some of the key items will be available next year.




PREFACE

While searching for new directions, the old problems remain with us. The
Yearbook is recognized as a key periodical carrying pieces on the international
system that are least likely to diminish in relevance over time. All of us recog-
nize that the world political system will always be threatening to get out of con-
trol, but it is possible to prevent the worst miscalculations. The new insights
are impressive.

The remainder of the contributions are also continuations of earlier themes.
Biology appears to be neglected as compared to earlier years, but this was not
intended. What is evident is that biological analogues are being used with increas-
ing effectiveness in dealing with problems posed by social organization.

R. L. Meier
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GENERAL SYSTEMS
Volume XIV, 1969

FORMS OF HIERARCHY: A SELECTED BIBLIOGRAPHY

Donna Wilson

Herein we deal with the subject of hierarchy
in three broad categories: hierarchy as concept,
hierarchy in nature, and hierarchy in artifacts.
Many have remarked on the ubiquity of hierarchy—
the observation that both natural and artificial
phenomena are structured in levels and sets of
ordered levels. It is not a new idea nor unique
to the references cited here. What is novel in
this provisional selection is the juxtaposition of
the various disciplines and their specific content
under this single theme. This effort basically sup-
ports the theme of the symposium, ''Hierarchical
Structures in Nature and Artifact,"* (Whyte, Wil-
son and Wilson 1969) although we have not limited
citations to this subject alone. Our purpose is to
suggest a direction for scanning literature from
many diverse sources and to outline possible areas
for further search. Since we can make no claim
for completeness nor have as yet a valid measure
of relevancy for any one entry, additions and cor-
rection to this compilation would be greatly ap-
preciated.

Hierarchy as Concept

One key paper in this category is Simon's
"The Architecture of Complexity (Simon 1962). His
central theme is that "complexity frequently takes
the form of hierarchy," and that "hierarchic sys-
tems have some common properties that are in-
dependent of their specific content." Simon poses
a definition of hierarchical systems and explores
reasons for hierarchical organization. His defi-
nition of hierarchical system is a system ''com-
posed of interrelated subsystems, each of the sub-
systems being in turn hierarchic in structure until
we reach some lowest level of elementary sub-
system."” In discussing the varieties of hierarchy
from crystal structure to social systems, Simon
defines the span of a system as '"the number of
subsystems into which it is partitioned.” Flat
hierarchies such as a volume of molecular gas
or a diamond are those where the ratio of the
number of levels to the span is small (e.g.,
1:1019 in contrast to steep hierarchies, where the
ratio of the number of levels to span is large
(e.g., 1:10).

Simon's paper includes the wonderful image
of the two watchmakers, Hora and Tempus, who
demonstrate the advantages of modularization.
Hora builds watches in modules while Tempus

assembles watches element by element. Hora
prospers while poor Tempus eventually goes out
of business. Why? The reason is found in the
fact that although both are interrupted by phone
calls and customers, Hora need not resume each
time from scratch. In a study that discusses
modern man's predicament in studying himself,
Koestler expands this tale to the point of suggest-
ing that life itself is possible only because of its
hierarchic organization (Koestler 1967). The ad-
vantage of modularization thus induces Simon and
subsequently Koestler to argue that complex sys-
tems evolve far more quickly when hierarchially
organized.

Another property of hierarchic systems is
that they are ''mearly decomposable,’” that is, in-
teractions among subsystems are relatively weak
compared with interactions within subsystems.
This facet not only greatly simplifies their be-
havior, but it greatly simplifies the description of
complexity (Simon 1962). Weaver outlined the
study of complexity in 1948 when he called for
greater effort to study problems of a middle realm
between problems of few variables (simplicity) and
those of many variables (disorganized complexity)
by utilizing the new holistic methods of systems
analysis and operations research (Weaver 1948).
In addition to Simon's similar bid for a more sub-
stantive approach to the study of complexity, Wilson
points out that bigness as well as complexity is
treated hierarchically in the natural order. 'Di-
rect confrontation of the large and the small is
avoided in nature. A hierarchical linkage is al-
ways interposed. Bigness is avoided in the sense
that the ratio between the size of the structure
and the modules out of which it is built is func-
tionally bounded" (Wilson 1967).

Before going further into this category, hier-
archy as concept, we need to review the context
of discussion and find what vocabulary already
exists in the literature. Koestler addresses the
question of what to call entities that belong to
hierarchical systems. They have two aspects,
", ..the functional units on every level of the
hierarchy are double-faced as it were: they act
as wholes when facing downwards, as parts when
facing upwards" (Koestler 1967). He elects to
designate these '"'Janus-faced' entities by the term
holon (from the Greek holos = whole plus the suf-
fix on, as in proton or neutron, suggesting a particle

*Sponsored by Douglas Advanced Research Laboratories and the University of California, Irvine, at the Douglas
Laboratories, Huntington Beach, Calif., November 18 and 19, 1968. This paper is part of the proceedings to be pub-
lished by American Elsevier (New York) and is reprinted here by permission of the publishers.




4 DONNA WILSON

or part). We note that Gerard uses the term org
to designate the same concept (Gerard 1957).

Whyte traces the idea of hierarchy histori-
cally and finds that the concept of ''a sequence of
higher and lower levels" has been important in
western thought since Plato (Whyte in press). By
1900 the term hierarchy was used both for taxono-
my and for classifying forms of energy; however,
the importance of "hierarchical relationships for
biological theory" has had a growing recognition
only since 1910. Whyte argued in 1949 that '"a
great hierarchy of relations of dominance guides
the differentiation of the developing embryo. .. ."
Thus, the concept of level is not only an old idea,
but it is necessary for describing much that is
observed in the universe, and even though 'the
obvious is hard to analyze," we must refine and
sharpen what we mean by level, a definition basic
to the concept of hierarchy.

Bunge addresses the subject of hierarchy by
enumerating the use of the term level in contem-
porary science and ontology (Bunge 1959, 1960,
1963). He examines nine meanings of the notion
of level and raises questions in connection with
each. He considers category number nine to be
an adequate definition of level, that is, "grades of
being ordered, not in arbitrary ways but in one
or more evolutionary series," and suggests that_it
is this meaning that is intended in the idea of
level of organization (Bunge 1963). Bunge's cate-
gory four, called emergent whole, is the concept
employed by biologists and psychologists to convey
the notion of lower order wholes becoming the
building blocks of higher order wholes. His de-
scriptive scheme of these nine categories is shown
in Figure 1, and he limits the use of the notion
of level to include both the idea of emergence in

1. DEGREE 2, DEGREE OF 3. DEGREE OF
COMPLEXITY ANALYTICAL DEPTH

4. EMERGENT WHOLE| 5. POISTEM

|

7. LAYER 8. ROOTED LAYER 9. LEVEL

Y Y
..ul ' 3 Lnst=te Ly ¢
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1 Lﬂ—l_:“L'h-l *

L

Fig. 1. Uses of the term level from ''Levels: A
Semantic Preliminary'" (Bunge 1960a), by permission of
the author).

time without restricting the direction (i.e., both
lower to higher and higher to lower) and the fact
that level structure need not be restricted to linear
gradation—it can be parallel, branched, etc.

Continuing the discussion of the level struc-
ture of reality, Marjorie Grene (1967) examines
the question of whether " ... a one-level ontology
[is] adequate to account for the major areas of
human experience, . . . " and, if not, how is it pos-
sible to formulate a many-level ontology? Although
her discussion mainly concerns the philosophical
foundations of biology, i.e., the problem of reducing
all biological explanation to the level of physics
and chemistry, she takes the subject into areas
that question whether even physics and chemistry
are molecular sciences. The importance of hier-
archical notions to the question of reductionism in
biology is central in Woodger's (1952) Biology and
Language whose subtitle is "An Introduction to the
Methodology of the Biological Sciences including
Medicine."" Woodger's formulation of the methods
of biological inquiry in the language of set theory
and symbolic logic will perhaps deter many from
a detailed reading, but it is important to realize
that the current status of our understanding of
hierarchical structure in living phenomena lacks
an adequate mathematics. ''One of the future tasks
for biological methodology is the discovery of the
kind of mathematics that is required for biology.
Considerable use has already been made of some
existing branches of mathematics, but these branch-
es have been developed, to a very large extent, to
meet the special demands of physics' (Woodger
1952). A more understandable exposition of the
logical notions useful in describing level-structure
phenomena is found in a discussion of the taxono-
mic Linnaean hierarchy, '"a system of nested
classes whose members are individual organisms"
(Buck and Hull 1966).

So far we have not found any substantive dis-
cussion in the literature concerning the forms of
hierarchy other than Hawkin's remarks on the idea
of a scala naturae, a ''ladder'" of nature in con-
trast to the Darwinian evolutionary "tree" (Hawkins
1964). The hint that hierarchy is not limited to
the form of pyramids of trees is found in Alexan-
der's paper, "A City Is Not a Tree,'" where he
argues for a semi-lattice arrangement in the de-
sign of cities, although he does not expand on the
concept of hierarchy (Alexander 1965). Smith
(1964) differentiates cellular aggregates from
branched structure in crystals. Bunge (1963, 1967)
restricts hierarchical form to sequences of terms
ordered by a one-sided (asymmetric dependence)
relation. Maruyama discusses the form used to
organize information and argues that hierarchical
arrangements are limited. Hierarchic organiza-
tions of information derive from conceptualization
modes that he calls classificational in contrast to
relational or relevantial (Maruyama 1965). Be-
cause many of the specific references cited in this
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bibliography do not emphasize hierarchy per se
(some do not actually recognize the hierarchical
aspect of their subject even when it is implied),
it is best to go directly to the examples found in
the literature. Our organization into the particu-
lar subheadings within each of the next two sec-
tions demonstrates the variety of hierarchical
form.

In the following we consider works whose
subjects are 1) physical, that is, fundamental par-
ticles, molecules, crystals and cosmic aggregates;
2) biological, from virus structures to the human
nervous system; and 3) geometrical, aggregates
resulting from close-packed polyhedra. Under
Hierarchy in Artifact, we consider 1) software,
such as codes, languages, programs and search
strategies; 2) hardware, including computers,
transportation systems and cities; 3) organiza-
tions, such as files, data processing, management
schemes and social systems; 4) cognition, which
deals with levels of knowing, memory and pattern
recognition; and 5) epistemology, which cites both
classical and modern attempts to classify knowl-
edge and disciplines.

Hierarchy in Nature

Purcell (1963) discusses problems from
physics that are characterized by the need 'to
understand the behavior of the aggregate in terms
of the elementary laws governing its individual
parts."” Certain transitions between order-disorder
states of aggregates cannot be explained in terms
of the known properties of their component parts
and interactions. Two examples are discussed in
detail: (i) the Ising model of magnets, and (ii) the
Adler/Wainwright computations utilizing a ''bil-
liard-ball" molecular gas model. Both examples
are worth looking up for the insight they afford
into the "stubbornness' (Purcell's term) of these
order-disorder transitions. Roosen-Runge offers
an approach to parts and wholes in a mathemati-
cal discussion of the 'logical relationships between
the specification of a part and the description of
the whole to which it belongs' (Roosen-Runge
1966). A more complete review of his paper than
is possible here is necessary to discuss his for-
mulation; however, its relevance to our subject is
noted.

Weiss in a beautifully illustrated paper
(Weiss 1967) discusses many of these same prob-
lems as "the progression from elements to groups."
One central thesis is that as we go down the lad-
der between telescopic and microscopic vision, we
gain precision but lose perspective. What is lost
in decomposing wholes into parts is '"plainly the
interrelations that had existed among the parts
while they were still united."” In order to recon-
struct wholes from these decomposed fragments,
it is necessary to add a descriptive term 'that
specifies the lost relations.”” He further argues
that the solution to reductionist thinking which

results from isolating component parts from their
context is to be found in adopting an attitude of
holism. This holistic attitude must look for the
formative behavior behind the appearance of 'stat-
ic geometrical regularities of pattern." He asks,
how does the spiralness of galaxies derive from
the properties of stars and the cyclonicness of
cloud patterns from the properties of aerosols?
In conclusion, he argues that "we must realize that
individual freedom in the small is compatible with
the existence of collective order in the gross ...
self-patterning of groups occurs among molecules
and men alike' (Weiss 1967).

From the discipline of crystallography, Smith
differentiates two basic forms: cellular structure
that is illustrated in crystalline aggregates and
foam (soap bubbles), and branched structure (tree-
like) that is illustrated in electric discharge, cor-
rosion and crystal growth (Smith 1964). He points
out that cellular systems are ''constrained toward
a minimum area of interface' while branched struc-
tures "'derive from the growth of isolated individ-
uals—this occurs whenever a protuberance has an
advantage over adjacent areas in getting more mat-
ter, heat, light, or other requisites for growth."
We note in passing that what Smith calls ""branched
structure' is referred to as '"anastomotic'' net-
works in mathematical modeling of neuron organi-
zation (Hawkins 1967). Smith refers to hierarchy
when he says ''repeated or extended irregularities
in the arrangement of atoms become the basis of
major structural features on a large scale, even-
tually bridging the gap between the atom and things
perceptible to human senses’ (Smith 1964). In
asking why science cannot develop a new approach
to-encompass the extremes of atomistic physical
chemistry and averaging thermodynamics, he re-
minds us that ''It is neither possible nor neces-
sary to study all structures that might have existed,
but there is need for studying more than a statis-
tically averaged structure" (Smith 1968).

Still within the realm of physical hierarchies
in nature, we turn to the subject of hierarchy in
the cosmos. A hierarchy of satellite systems was
first proposed by Lambert in 1750 (Wilson 1965).
A solution to the Cheseaux-Olbers' paradox (which
states that if stars are more or less of the same
intrinsic brightness and distributed more or less
uniformly, the night sky should be as bright as the
sun) is found by introducing a hierarchically struc-
tured universe (Charlier 1922). Although a hier-
archical distribution can account for the observed
night-sky brightness, it is not widely used in cos-
mological models (Harrison 1965, Wilson 1965).

In another astronomical discussion, Weiz-
sdcker (1951) poses the difficulty of understanding
evolutionary processes required by cosmological
theories. He formulates the problem as one of
parts and wholes: ''The evolution of a single ob-
ject can be understood only in terms of its tem-
poral and spatial boundary and external forces
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acting on it. These conditions, however, are de-
fined by the evolution of the large system of which
the object forms a part." Although he does not
expand this dilemma in his technical discussion
that basically is a turbulence theory for the origin
of galaxies, Weizsicker utilizes both the concepts
of a "hierarchy of eddies' and a '"hierarchy of
clouds.'" Another astronomer has pointed out the
hierarchic organization of nature many times and
his familiar chart that classifies material systems
is reproduced in Table I (Shapley 1958). A con-
cern to find "man's place' is reflected in a scale
that locates the microcosmos to the left of man
(negative numbers) and the macrocosmos to the
right (positive numbers).

In biology we find numerous discussions con-
cerned with the emefgence of life at some level
within a sequence of levels. Palade calls this ar-
rangement of living systems that are composed of
a relatively few common chemical elements ['a
hierarchy of structural patterns" (Palade 1963).
His review of cellular formation and structure
points out that despite the fact that there exist
""far-reaching distinctions" among cells, there is
"no structural unity at the cellular level." Ber-
talanffy (1952) also discusses the inadequacies of
the ''cell theory" but argues that 'the cell of a
unicellular organism is homologized only with the
multicellular organism as a whole, not with its
individual cells" (underscore mine). Bertalanffy
further discusses the hierarchical pattern of bio-
logical organization and amplifies the principal of
hierarchical order defined and analyzed by Woodger
(1937). In the argument for "Life's Irreducible
Structure,' Polanyi (1968) developes the theme that
biological hierarchies consist of a series of bound-
ary conditions. He employs the example of the
information content of a DNA molecule in conclud-
ing that ''the pattern of organic bases in DNA
which functions as a genetic code is a boundary
condition irreducible to physics and chemistry."
We return to Polanyi's thesis latter, under the
discussions of the epistemological implications of
hierarchical structure.

Kellenberger (1966) summarizes what is
known about the structure of viruses and how their
shape is genetically controlled. Viruses can be
characterized by shape (a well-determined shell of
protein) and hereditary information (a core of nu-
cleic acid). The protein shell, which is an as-
sembly of subunits, has the shape of an icosa-
hedron in some viruses, i.e., those with shells of
sixty subunits or less. The shape of more com-
plicated viruses has not yet been determined, and
the mechanism of shape-making is not understood.
Caspar and Klug (1962, 1963), working on why
icosahedral shape, find reasons having to do with
bonding properties and energy that go beyond geo-
metrical regularity (Kellenberger 1966). However,
Kellenberger also concludes in a similar vein to
Palade, "Knowledge of the genetic control of shape

in protein structure will not be enough to explain
the origin of shape in higher organisms. In multi-
cellular systems, cells differentiate into special-
ized groups. The shape of such an organism de-
pends on the differential growth of specialized
cells, and that growth is regulated in part by the
interaction of cells." The problem of parts and
wholes is common to biology as well as physics.

Other discussions included here on the bio-
logical problems of parts and wholes are Gerard
(1958), an edited proceedings of a symposium; Red-
field (1942), an introduction to a symposium that
discusses other relevant papers; and Prosser
(1965), a recent summary including a critique of
the concept of information theory applied to prob-
lems on evolution. Each is concerned with levels
in biological organization and includes extensive
references to the literature. The concept of inte-
grative levels in biology is examined by Novikoff,
who objects more to a stretched analogy between
society and living organisms than to whether the
concept itself is adequate (Novikoff 1945). In a
rebuttal, Needham citing Woodger as the pioneer
of this concept makes the following statement about
the concept of level: "Once we adopt the general
picture of the universe as a series of levels or
organization and complexity, each level having
unique properties of structure and behavior, which,
though depending on the properties of the constitu-
ent elements, appear only when these are combined
into the higher whole, we see that there are quali-
tatively different laws holding good at each level"
(Needham 1945). Needham's fuller development of
the subject of integrative levels and organization
is found in his Time: The Refreshing River (Need-
ham 1943). A critical review of level organiza-
tion utilized by organismic biology is given by
Beckner (1968). He argues '"The world is not con-
stituted of neatly separated strata that force cer-
tain distinctions upon anyone who observes it with-
out preconceptions. Rather, bits of the world break
into strata when a class of phenomena are ap-
proached by an investigator equipped with a set of
concepts. . . The problem of the selection of a
level of analysis can arise when a set of phenom-
ena is not understood." However, Bradley (1968)
attempts to analyze biological processes as multi-
level systems just because of the persistent failure
to solve them at the molecular level. He applies
a multi-level systems analysis to three molecular
and submolecular level models of biological proc-
esses—RNA and memory, DNA replication, and
codon-anticodon recognition. The problem of levels
in biological systems is far from settled. Indeed,
even with the advent of cybernetic and information
theoretic contributions to biological understanding
(Prosser 1965), a state of confusion still exists
and our ignorance of formative processes observed
in nature (Whyte 1965) remains.

In a paper first translated into English in
1964, Khailov discusses the application of general
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Table 1. A CLASSIFICATION OF MATERIALS*

Qe o ¢ v o o o
. Radiation quanta
Electrons
Protons
Neutrons

. Positrons
Mesons, 1 to x
. Neutrinos

. Antineutrinos ?

. Antiprotons

>Xx e a3y AN

-3 Atoms
0 to 101+

-2 Molecules
lton

-1 Molecular Systems
I. Crystals
II. Colloids

0 Colloidal and Crystallic Aggregates
«. Inorganic (minerals, meteorites, etc.)
8. Organic (organisms, colonies, etc.)

+1 Meteoritic Associations
1. Meteor Streams
2. Comets
3. Coherent Nebulosities

+2  Satellitic Systems
I. Earth—Moon Type
II. Jovian Type
I, Saturnian Type

+3 Stars and Star Families
«. Stars with Secondaries
I. With Coronae, Meteors, and Comets
1I. With Nebulous Envelopes
ITII. With Planets and Satellites

A. Stars with Equals
I. Close Pairs (or Multiples)
a. Eclipsing
b. Spectroscopic

II. Wide Pairs (or Multiples)
() Gravitational
[(8) Opticall

III. Motion Affiliates

+4 Stellar Clusters
a. Open
[a. Field Irregularities]
b. Associations
c. Loose Groups
d. Compact Groups
e. Dense Groups

B. Globular .
I. Most Concentrated
I ......

XIL Least Concentrated

+5 Galaxies
A. Bright
I. Irregular (I)

II. Spiral (S)
«. Abnormal (Sp)
8. Barred (SB)
(I} Open (Sbc)
(II) Medium (SBb)
(III) Concentrated (SBa)
y. Regular (S)
(I) Arms Very Wide (Sd)
(OI) Arms Wide (Sc)
(III) Arms Close (Sb)
(IV) Arms Very Close (Sa)

II. Spheroidal (E)
a. Most Elongated (E7)
b. Less Elongated (E6)
g. Least Elongated (E1)
h. Circular Outline (EO0)
B. Faint (Bruce Classification)
Concentration and Shape
al a2 a3 ... alo
bl b2 b3 ... blO

+6 Galaxy Aggregations
1. Doubles
2. Groups
3. Clusters
4. Clouds
[5. Field Irregularities]

+7 The Metagalaxy

«. Organized Sidereal Bodies and Systems
1. Meteors
2. Satellites
3. Planets
4. Stars
5. Clusters
6. Galaxies

B. The Cosmoplasma or Matrix
(o) Interstellar Particles
1. Cosmic Dust and Meteors
2. Diffused Nebulosity (dark)
(8) Interstellar Gas
1. Corpuscles
2. Atoms
3. Molecules
() Radiation
@ .....

+8 The Universe: Space-Time Complex
2 e e e e

Subdivision symbols:

O3 B3 Yo s oo 60 0eeesoseeesesecnsasaossoesn

0,1, 2, 3. .0ttt eeneennannnnns

...... differences largely dependent on basic nature
differences largely dependent on size or mass

L IL IH ..t vevoeeenonnans t et eesceseneneesse... differences largely dependent on structure

A, B, a, b ittt it i i i i e

. .. differences largely dependent on position of observer

The three groups in square brackets are chance associations, not gravitational systems.

*From Of Stars and Men (Shapley 1958), by permission of the author.
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system theory (Bertalanffy 1955) to theoretical bi-
ology. General systems theory considered in the
light of the classical theory of evolution reveals
three problems: one is to define 'living system"
in systems terms; another is to enumerate objects
that can be studied in their systems aspect; and
the last is to establish a hierarchy of living sys-
tems (Khailov 1964). On the last, Khailov raises
the issue of the position of macrosystems on the
hierarchical ladder. Differentiated macrosystems
from the organism up to the ecosystem, etc., are
"connected by inclusion, that is, each is included
in another system and is open to the latter"
(Khailov 1964). Bertalanffy's recent summary of
General System Theory (1968) provides both a his-
torical view of the foundation and development of
this approach and outlines further areas of re-
search that are central to the subject of hier-
archies.

Both Mesarovié (1968) and Rapoport (1966)
continue the discussion of the systems approach
and its relation to biological systems. Mesarovié
summarizes two principles derived from his re-
search on hierarchical or multi-level systems.
The '"principle of overflow of interaction' derives
from considerations of the problem of how the in-
formation flow between two levels leads to har-
monious functioning of the system. It states that
coordination is achieved by providing the second
(higher) level with two types of information: the
request for change in interactions and the depend-
ence of the goal parameters upon changes in inter-
actions. This is less information than is needed
for complete control from the second level. The
second "'principle of optimal communication level”
points out that excessive levels of communication
as well as interrupted communication channels can
disrupt a multi-level system (Mesavori¢ 1968).
Miller also adopts the general systems view of a
hierarchy of systems in his research to study in-
formation overload at several levels of living sys-
tems. He finds a similar response to information
overload, that is, a breakdown under stress of a
high rate of information input 'whether the system
in question is a neuron or a human group" (Miller
1964a, b).

In another work of major breadth, Miller de-
fines basic concepts in living systems, reviews
biological investigations of structure and process!
and posits some 165 ''cross-level' hypotheses, that
is, generalizations that "appear to be true of sys-
tems at two or more levels'" (Miller 1965). So
far, I have nof found extended discussion or re-
view of Miller's work, a serious omission in the
literature in view of the potential of such a power-
ful tool for synthesis.

Rosen, drawing upon the successful utiliza-
tion in physics of optimality principles such as

Fermat's Principle of Least Time and Maupertius'
Principle of Least Action, etc., discusses how op-
timality principles apply in the biological world
(Rosen 1967). The relevance of Rosen’s thesis to
hierarchically organized systems is the problem
of obtaining systems descriptions at the biochemi-
cal level (Rosen 1968).

And finally, within this category, Bronson
(1965) presents a neurological model to relate be-
havioral with neurological data. His model empha-
sizes the hierarchical nature of the organization
of the central nervous system by postulating three
"levels" within the nervous system. In a discus-
sion of how children learn, Hawkins (1967) empha-
sizes the "anastomotic' structural similarity be-
tween the brain and networks in large reliable
computer systems. He draws this analogy because
the redundancy provided by anastomotic networks
results in the most efficient computational or clas-
sificational capability in the presence of noise.
Bateson (1968) also expands on the concept of re-
dundancy in the cummunication systems of humans
and animals. In another work he develops a four
level structure of learning that has important con-
sequences for changing behavior (Bateson 1960).
Stewart's research on electrical fields in densely
packed cellular media is concerned with under-
standing "'details of brain mechanism and its re-
lation to behavior' (Stewart 1963). In addition to
the 'Lillie iron-wire' nerve model used to study
field phenomena, he describes results of growing
electro-deposited gold dendrite trees and of ob-
serving conduction in simulated cellular media.
We note the hierarchic aspect of these structures—
both the aggregate form of electrical stimulation
in close-packed aggregates of small pellets sub-
merged in electrolyte and the tree-like or branches
form in the dendrite trees.

Turning to geometrical hierarchies that de-
rive from close-packing of polyhedra, Smith (1954)
compares cellular aggregates found in crystals,
soap bubbles, insect wings, living cells, etc. The
application of this kind of investigation to virus
structure has already been noted. A review of
regular polytopes (Coxeter 1963) is beyond our
scope; yet the hierarchical aspect of these struc-
tures is evidenced in the repetition of form in
successive '"'shells' or layers (Fuller 1965). To
date, too little refinement and formalization of
these geometrical studies of natural structures
exist to allow their generalization to other fields.
The value of these studies for architecture and
design is realized (Burt 1966); however, this takes
us into the subject of hierarchy in artifact. Since
we include only two references to mathematical
hierarchy (Gardner 1966), which describes Cantor's
hierarchies of infinities, and (Sankaranarayanan
1969), which discusses a group-theoretic connection

1. A spurious dichotomy if we acknowledge that "what are called structures are slow processes of long duration,
functions are quick processes of short duration” (Bertalanffy 1952).
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among the hierarchical levels of physics, we men-
tion them here rather than later under artifact.
Another reference that employs hierarchical no-
tions worth mentioning (but difficult to classify) is
Leake's article on the ethical aspects of experi-
mental studies on human subjects (Leake 1967).
He sees that part of " ... our difficulty over ethi-
cal problems results from conditions of organiza-
tional levels of living material. Through lack of
knowledge we tend to confuse the factors operating
at an individual level of biological organization
with those operating at a social level."

Hierarchy in Artifact

From the field of communication systems we
find examples of hierarchy that come within our
category of software. Hierarchical structure is
observed in results of coding methods (Huffman
1952, Forney 1966, Lucky 1967). Huffman defines
a minimum redundancy code as ''one constructed
so that the average number of coding digits per
message is minimized." The "tree-like' structure
of the schematics presented in his conclusions is
hierarchical although he does not point out this
aspect. The scheme of concatenated codes re-
viewed by Forney (1966) derives from solutions
to the problem of error-correcting codes (Lucky
1967). Briefly, the problem that arises in the
transmission of binary data is one of assuring the
overall system capability of error correction while
keeping the length of the coding and decoding im-
plementation from growing exponentially. The only
solutions found so far are to place codes within
codes—a method called concatenation.

Decision-making strategies found in much of
the literature on operations research and systems
analysis take the form of hierarchy as well as
search strategies required in file organization
(Becker and Hayes 1963). In a discussion on the
theories of file organization, Becker and Hayes
described the model of '"activity'' organization
which "supplements methods of logical organiza-
tion. ... The aim of activity organization is to
produce a hierarchical arrangement of nested
'boxes' or levels of grouping, which will repre-
sent a compromise among various 'usage' distri-
butions in such a way as to optimize the selected
measure of efficiency.... These sets of boxes
become quite analogous to the structure of a nor-
mal classification scheme, although their method
of derivation is dependent on the character of
usage rather than a priori decision." Their dia-
gram of nested boxes to represent file organiza-
tion (Figure 2) is identical in form to Woodger's
division hierarchy of the cell.

The results derived from language analysis
also take the form of hierarchical structure
(Chomsky 1957, 1967; Koestler 1964, 1967). Chom-
sky's formal description of the syntactic compo-
nent of a grammar is not only more clearly ex-
posited through the use of a tree-diagram; there
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Fig. 2. Hierarchical File Organization (after Becker
and Hayes 1963).

exists a structural homology of hierarchy between
physiology and syntax. Koestler utilizes the hier-
archic form of Chomsky's analysis to illustrate
the point that most ‘human skills (instinctive or
learned), including active speech, cannot be ade-
quately represented by the S-R (stimulus/response)
chain of behaviorist psychology, but require the
"tree-branching" process which is characteristic
of all hierarchic processes.

Turning to computers, we find a statement
by Von Neumann as early as 1949 on the hier-
archic organization of computer storage (Von Neu-
mann 1958, 1966). He claimed that computer
memory is characterized by capacity and access
rate to the storage. Because there is no known
technique for building a memory with both adequate
capacity and sufficiently fast access, it is neces-
sary to organize computer storage hierarchically.
His scheme for accomplishing this is to make the
first memory of sufficient access rate but small
capacity, to add a second memory with a much
larger capacity but of slower access rate than the
first, and then to add a third memory with a larg-
er capacity but a slower access rate than the sec-
ond, and so on. Evidently this principle enunciated
at the onset of the computer age still holds in
computer design.

In transportation systems we find examples
of modular hierarchy in the concept of cargo con-
tainerization and in the structure of multi-modal
systems. Implicit in Doxiadis' (1968) analysis of
the structure of cities and alternative solutions to
their congestion and decay are hierarchic modules
that are polynucleated. Wilson establishes a ho-
mology between the maximum size of a city and
the maximum size of gravitating cosmic aggregates
and concludes that hierarchical modular structures
provide a way to accommodate indefinite size while
satisfying limitations such as density or commuting
time (Wilson 1967).

On the subject of social organization, we
mention only two authors, (Landau 1965 and Brams
1966, 1968, 1969) from the extensive literature that
exists; however, further search in the directions
of references cited in these papers would be fruit-
ful. Specifically on hierarchical structure, Landau
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derives a hierarchy index to measure ''nearly hier-
archical" structure in societies. He mathemati-
cally treats three models of social arrangements:
the tournament model, in which n members come
together and engage in contests, the result of each
of which is independent of any other contest and
fixes the direction of dominance for the pair in-
volved; the Markov chain model, which is a society
of n members among whom dominance relations
are established in some unspecified manner, and
hence the theory of Markov chain is the mathe-
matical procedure used for determining the prob-
abilities of transitions from one state to another;
and a growing society model, which consists of
building up from a very small number of n mem-
bers by adding members in succession. As each
member is added to the society, he engages in
contests with existing members to determine the
dominance relation between them. Landau's con-
clusion for our interest is that social factors rep-
resented by the second and third models more
easily yield "near hierarchical structure' than do
those of the first model. Brams has utilized the
concept of hierarchy in applications of several
computer techniques to hierarchical decompositions
of political systems that he defines in terms of
different transaction flows between nations.

From the field of architecture and design we
have already mentioned the value that investiga-
tions of the geometrical regularities of natural
structures hold for architects and the obvious
hierarchic aspect of repeated form generated in
shells or layers. The specific study referenced
implicitly employs the concept of modular hier-
archy in the following quotation: '"Efficiency, the
dominant criterion in technology, is closely linked
to operations of periodic character ... periodicity
in production processes and in industralization of
the building trade . .. calls for more periodicity
in operations, involving series of repetitive ele-
ments and joints. Periodicity of forms in build-
ing has, therefore, an important technological-
economic aspect over and above the aesthetic one'
(Burt 1966).

Morrison, in one of the Kepes' Vision Plus

Value series, further generalizes the concept of
modularity as the basis of all order and diversity
(Morrison 1966). His illustrations of modularity
come from Chinese calligraphy, telemetered satel-
lite images, modular aggregates of electronic cir-
cuits used in computers, cross-stitched embroidery,
and programs for looms used in the weaving in-
dustry, as well as natural structures such as
crystals, viruses, and giant biological molecules.
His closing sentences suggest the magnitude of the
importance of modular hierarchy, even though he
does not acknowledge it. "The world is both rich-
ly strange and deeply simple. That is the truth
spelled out in the graininess of reality; that is the
consequence of modularity. Neither gods nor men
mold clay freely; rather they form bricks." Ulam

treats mathematically concepts of repetition by ap-
plying recursive relations to initial configurations
of geometrical units such as squares or equilateral
triangles. Patterns of growth derived from a
morphological survey of elements combined ac-
cording to these ''recursive rules' in both time
and space show an enormous variety of objects
that are more complicated than the periodic pat-
terns observed in crystals and other structures
(Ulam 1962, 1966).

We also find, examples of hierarchical struc-
ture in design methodologies (Alexander 1966, Man-
heim 1966). Alexander's Notes on Synthesis gives
a detailed discussion of both the decomposition of
a design problem and its recombination in solution.
His point that "design' is more than 'selection"
(which can be treated by computer analysis) rests
on the argument that for problems requiring '‘de-
sign" there exist no adequate descriptions of a
range of alternative solutions nor criteria for
evaluating these solutions in terms of the same
descriptive symbolism. Again we encounter the
problem of parts and wholes discussed under
physics and biology. Alexander outlines a method
for decomposing a problem into sets of "highly
non-interacting' subsystems. The dilemma of de-
composition is also found in the content of cyber-
netics research. Findeisen, in a discussion of
optimal control in multi-level systems, summa-
rizes the problem as follows: "The way to decom-
pose a system is obvious if the subsystems can
be formed so that they have no variables of the
original system in common; this would mean that
the original system is, in fact, composed of sev-
eral non-interacting systems contributing to a
common goal and may be subjected to a common
resource constraint' (Findeisen 1968). Lasdon
(1968) further discusses decomposition in mathe-
matical programming. A succinct formulation of
the general approach to the design of hierarchical
systems from the point of view of optimal control
theory is given by Pearson: ''Large organizations
of economic or biological nature inevitably appear
to have a hierarchical chain of command. Char-
acteristic of such organizations is that the hier-
archy is a pyramid-like structure of decision
problems and goals which vary in complexity.
Problems at the base of the structure are usually
fairly simple though numerous. Each of these is
solved relative to a few intervention parameters
which are themselves manipulated by higher more
complex considerations. This structure of parame-
terized subproblems repeats itself up the hierarchy
until at the apex there is one sophisticated prob-
lem upon which the outcome of the whole system
depends" (Pearson 1966).

We next move to the subject of cognitive
processes and pattern recognition. Weyl's discus-
sion, "Chemical Valence and the Hierarchy of
Structures' (1949), might well have come under
the category of hierarchy in nature, yet we place
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it here because of its relevance to "levels of know-
ing." Weyl's insight in this short discussion is
the realization that understanding is a progressive
series of descriptions at different levels. = He il-
lustrates this phenomenon with the graphic repre-
sentation of chemical structure as developed by
Kekule in 1859 through Sylvester's contribution in
1878 on to the deepest level of quantum-mechanical
description developed in the twenties. His moral
not to 'take too literally such preliminary schemes
as the valence diagram ... yet even so have the
courage to draw the lines firm" derives (accord-
ing to Weyl) from Nicolaus Cusanus, who stressed
that "if the transcendental is accessible to us only
through the medium of image and symbols, let the
symbols at least be as distinct and unambiguous
as mathematics will permit" (Weyl 1949).

In a review essay on the current status of
physics, Toulmin (1967) underlines many of the
doubts and uncertainties that currently plague much
of the fundamental theory. He characterizes two
chief recurring difficulties that arise whenever a
"limited repertory of units or atoms is invoked
to explain a multiplicity of phenomena-—the prob-
lem of interactions and the problem of levels."
The currently accepted description of fundamental
particles and the strengths of their relative inter-
actions derives from experimental evidence that
involves ''bombarding material, targets with pro-
gressively more penetrating beams." However,
there are now ''suspicions that the more transitory
and uncommon of the 200-odd known fundamental
particles may represent artificial by-products of
our bombardment of matter." Many of the diffi-
culties of late 19th century physical science were
subsumed under the ''change of level" that resulted
from adopting the quantum-mechanics (discussed
by Weyl). Toulmin asks if the same situation
might not exist today and answers in the affirma-
tive, 'there are reasons for thinking that the
changes in store for us may be quite drastic, ...
the year 1966 saw a revival of speculation about
the form which these changes may take."

In the introduction to a collection of essays
that discusses the epistemology and methods used
in social science, Ando emphasizes the difficulty
of identifying causal relations in social phenomena
(Ando, Fisher, and Simon 1963). The common
theme of these essays concerns the question of
using characteristics of exact hierarchical systems
in understanding the approximately hierarchical
structures found in social situations. He suggests
that the "answer depends crucially on the time
period over which the system is observed and on
the closeness of approximation to the hierarchical
structure . . . the closer the system is to the exact
structure required, the longer the time interval
over which the accuracy of prediction will be
maintained." He is here referring to the economic
statistical methods that have been developed within
the past twenty-five years. Ando questions the

validity of these methods since they ''presuppose
an exactly hierarchical system and ... systems
generating economic data are not likely to be ex-
actly hierarchical, but only approximately so."
Platt also raises epistemological difficulties in
studying hierarchically complex systems: ' . .. the
higher levels of organization must be consistent
with the lower ones but are not necessarily pre-
dictable from them, any more than a 'systems phe-
nomenon' like a traffic jam—or the absence of one—
is predictable from a complete knowledge of the
physics and chemistry of an individual automobile
and its driver" (Platt 1969).

From current different disciplinary direc-
tions we find similar expression of concern with
methods of knowing that result in age old dichot-
omies of subjective/objective, holistic/reductionist,
organic/mechanistic, and so on (Whyte 1949; Mas-
low 1954, 1967; Gutman 1964; Polanyi 1958, 1966;
Langer 1967). Common to all such trends, we
find the necessity to employ notions of level and
hence hierarchical structure.

Maslow discusses the failure of the reduc-
tionist approach to characterize human personality.
He suggests directions in which to seek a holistic
technique that would incorporate psychological data
and be more adequate. He describes a hierarchic
""clustering' technique that utilizes ''levels of mag-
nification" based on the fundamental concept of
"being contained within" rather than of 'being
separated from'" (Maslow 1954, 1966)., In his ""The-
ory of Metamotivation' which summarizes a life-
long research effort into characterizing 'self-
actualizing"” individuals (i.e., those who function at
their full potential), Maslow employs hierarchical

notions of ordered levels of needs and gratifica-

tions. He also suggests it is not necessary to
call holistic effects super-natural because ''Not only
is man part of nature, and it part of him, but also
he must be at least minimumly isomorphic with
nature (similar to it) in order to be viable in it.
It has evolved him. His communion with what
transcends him therefore need not be defined as
non-natural or super-natural. It may be seen as
a 'biological' experience' (Maslow 1967).
Polanyi's 'tacit knowing' achieves ''compre-
hension by indwelling and all knowledge consists
of or is rooted in such acts of comprehension.”
He discusses at length the hierarchy of levels found
in living organisms and life's emergent quality in
relation to the concept of tacit knowing. He argues
that "it is impossible to represent the organizing
principles of a higher level by the laws governing
its isolated particulars." Since the hierarchies of
levels found in humans such as conscious behavior
and intellectual action are situated above that of
the inanimate, it is necessary to posit a princi-
ple of marginal control, which is control exercised
by a higher level on the particulars forming its
lower level. This principle of marginality is
"present alike in artifacts, like machines; in human
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performances, like speech; and in living functions
at all levels." It removes the necessity for me-
chanical explanation of living functions that consist
of explanation in terms of the laws of physics and
chemistry (Polanyi 1966).

Gutman, in a monograph on the relationship
of structure and function and its effect on the
problem of behavior, claims that the reason for
hierarchical arrangement of organic structure de-
rives from assuming the primacy of the whole be-
fore the parts. He points out that ''depending on
whether one gives primacy to the parts or to the
whole, one reaches different philosophical sys-
tems . . . the part-viewpoint leads to materialism,
mechanism, and the admission of physical causal-
ity as the only legitimate explanatory principle . . .
the whole-viewpoint leads inescapably to idealism
in the widest sense, to an organismic approach,
and to the inclusion of some directive or teleologi-
cal principle" (Gutman 1964).

Langer in the first volume of her monumen-
tal work to construct a concept of '"mind" also
argues that to "understand life means to discover
the differences between organic and inorganic mat-
ter. ..." A subtle aspect of the question of parts
and wholes is reflected in her recognition of the
value of symbolic images, for "they, and they only,
originally made us aware of the wholeness and
overall form of entities, acts and facts in the
world; . . . only an image can hold us to a concep-
tion of a total phenomenon, against which we can
measure the adequacy of the scientific terms
wherewith we describe it. We are actually suffer-
ing today from the lack of suitable images of the
phenomena that are currently receiving our most
ardent scientific attention, the objects of biology
and psychology'" (Langer 1967).

Whyte's program for a 'unitary science"
speaks of a 'language of process, supported by the
authority of science, which can show man how to
think if he is to understand nature and himself"
(Whyte 1950). In similar vein to all of these cita-
tions, his elegant statement " ... the penality for
any principle which fails to express the whole is
the necessity to co-exist with its opposite' is
highly relevant to all ways of knowing.

Finally, under the concept of hierarchy in
artifact, we come to classifications of knowledge
and disciplines. Comte's classification of science
in 1954 (Whyte in press) describes thought as a
progression from ‘'theological" formulations to
"metaphysical speculation" to ""positivistic' thought
which is truly scientific. His hierarchical ar-
rangement of disciplines results when any one
discipline attains the level of positivistic thought;
for example, mathematics was the first to attain
this level; astronomy; physics, and chemistry fol-
lowed; biology is on the way; and eventually ethics
and sociology will follow. In a more recent at-

tempt to classify the subject matter of thought,

Boulding (1956) outlines two possible approaches

to achieving a general systems theory. The first
is "to look over the empirical universe and to
pick out certain general phenomena which are found
in many different disciplines, and to seek to build
up general theoretical models relevant to these
phenomena. The second approach is to arrange
the empirical fields in a hierarchy of complexity
of organization of their basic individual or unit of
behavior, and to try to develop a level of abstrac-
tion appropriate to each." The second approach
includes the following levels of abstraction: (1) level
of frameworks, (2) level of clockworks, (3) level
of the thermostat, (4) level of the self-maintaining
structure, (5) genetic-societal level typified by the
plant, (6) animal level, (7) human level, (8) level
of social organization, and (9) transcendental sys-
tems.

In a paper that has been reprinted several
times, Gerard (1967) defines basic units and con-
cepts in biology and emphasizes biosocial com-
parisons. In addition he is also concerned with
defining boundaries of disciplines and their objects
of study. Drawing upon the unit of org defined as
"'those material systems or entities which are in-
dividuals at a given level but are composed of
subordinate units, lower level orgs, and which serve
as units in superordinate individuals, higher level
orgs' he delineates the objects of study as orgs
at different hierarchical levels. He plots along
the ordinate these different levels from molecule
to populations of organisms, their properties of
"becoming, being, behaving' along the abscissa.
The resultant map becomes an outline of scien-
tific effort delineating both disciplines and their
respective content.

SUMMARY

This selection of references to the litera-
ture has emphasized entries of two basic types:
one, those references that explicitly discuss hier-
archical structure, and two, those where the re-
sults of investigation take the form of hierarchical
arrangements. In annotating the many varieties
of hierarchical form illustrated in these diverse
disciplines and subjects, we have not attempted to
generalize criteria for what properly is hier-
archical structure in contrast to what is merely
resemblance to hierarchical structure due to spuri-
ous, accidental, or perceptual factors. At this
early date in the investigation of hierarchical
structure in nature and artifact, this selection is
offered as an indication of candidate references to
the literature. A future selection might well cate-
gorize spatial, temporal, scalar, functional, ...,
hierarchies among the two basic forms illustrated
here—that is, branched and modular hierarchies.
A more definitive list must await further refine-
ment of the boundaries of hierarchical structure.
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